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(i) Define sample space:
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example of mutually exclusive events.
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(ii) Give an
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n law of probability for twoO
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PART - B
(@)

UNIT -1

(g@s-1)
ability. What are its
what is the probability

draw back?

2. Give classical definition of prob

A card is drawni from a pack of cards

ard of a King card ?

-s‘e\%ﬁémfmsﬁlmﬁr@

it is either @ spade C

ﬁ@“ﬂﬁmaﬁ‘l\

ﬁa@wwmﬁwm%,

that

proach to probabi\ity.

Explain akiomatic ap
Faid s TEEEa |

UNIT - 11
(gws-11)

¢ Baye's theorem.

3.
yifaenRdl

4. State and prov




A problems in statistics is given to three students A, B and C
13

whose chance of solving it are 22 and % respectively.
What is the probability that problem will be solved if all of
them try independently ?

wiferat &1 Ty i faenfidfai A, B 3iRC # 2 s § ol
3T & L HI TR HE: %% aﬂt% 21 3fE wft we
FY Y A H F FINW FQ T A T T S TSGR

ifeRar s g ?
UNIT - III
(FT3-111 )
Give the properties of distribution function.
e oM & TUIYH JaRy|
Explain discrite random variable, joint, marginal and conditional
probability distribution.
A Ao W, GIH, T 3R wfaewit wiftemar sz =1
AR |
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8.

10.

UNIT - IV

(FHTE-1V )
State and prove addition theorem on expectation.
T < AT T i owh e g it
Let X be a random variable with the probability distribution.
T X T agfeash =R &) foraen wifaewar sz freg &
¢, 54 0 1 2 3 4
Hxy 4 WL 1) e 6
Find E(X), E(X?) and using the law of expectation evaluate
E(2X - 2)%.
T SIS E(X), E(X?) 991 T % 99 # geaar
E(2X — 2)? 1 W J1d s |

UNIT -V

(F&TE-V)
Define cumulant generating function and obtain the first four

cumulants in terms of central moments.

Tl IR iR wE vom =R 9= @ sy ST &%
Y H Fd Hifew |
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11. Define moment generating function of a random variable.
Prove that m.g.f. of the sum of two independent variables is
the product of their m.g.f.
wa%w@wwaﬁwﬁwﬁmlmﬁm
%ﬁwﬁaﬁ%ﬁnmmmwmaﬂwqﬂw
I T IO € |
PART - C
(Tus-w)
12. Prove that for two events A and B.
Q S A 7o B % for fig #ifr
P(AUB)=P(4)+ P(B)-P(ANB)
13. State and prove multiplication law of probability.

e % oM firam ) =1 ud fag Fif
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14. What do you understand by continuous random variable ? If
~ two dice are thrown together random variable X denote the
sum of two points then obtain the probability distribution of a

random variable X.
Taq Agfeseh T W ST F1 THIA ¢/ A A T hl Teh @Y
IoTel S 9 AGfess T X I il F A B =G Hw A
Frefess =X X 1 WfFwdl s U sHifsg |

15. State a and prove multiplication law of expectation.
TR % TOF fram o T fas Fif

16. (a) What are the limitations of moment generating function?

STt S e o i §2

(b) Write down the properties of characteristic function of

a random variable.

Tk A1 =X 3 Sfveraol wer i faead fofed |
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